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Abstract—Using approximately 120 spectra taken from a group of galaxies using the VLT/FORS2 instrument in The Paranal Observatory, Chile, we present a study of a nearby galaxy cluster. Using visual/automatized line identification and cross-correlation techniques, we measured the redshift of 123 galaxies and formed a velocity distribution that is carefully studied. After careful examination of our data, we detect 83 cluster members on our sample and estimate the cluster’s redshift to be $z = 0.462 \pm 0.004$. After detecting visual asymmetry in our velocity distribution, we apply a D’Agostino and Pearson’s (1973) normality test and reject the hypothesis of a normal distribution which gives rise to the proposition that the cluster may possess departures from equilibrium. We finally estimate the cluster’s virial mass to be $M_{200} = (9.64^{+1.58}_{-1.46}) \times 10^{14} M_{\odot} h^{-1}$ and discuss whether it is really a massive cluster or an overestimation due to our proposition of non-equilibrium.

Index Terms—Galaxy Clusters, Mass Determination, Virial Theorem, Redshift, Spectroscopy.

I. INTRODUCTION

The study of the properties of galaxy clusters in modern astrophysics plays a fundamental role on the understanding of large-scale structure formation and evolution. Those properties have been studied by a long time, starting with the pioneering studies by Hubble (1929), who proposed that this large clusters of nebulae, as he called them, where apparently receding from us. We now know that these nebulae where actually galaxies. Two years later, Hubble & Humason (1931) proved what we today call Hubble’s Law in a work that included a larger sample of galaxy clusters. As explained, they not only measured the radial velocity of particular galaxies (which they called part of the “local group”) but also the radial velocity of clusters of galaxies (determined by the brightest members of the cluster). For this, they measured the redshift of the emission and absorption lines of these objects, estimating indirectly what we today call the redshift, $z$.

Hubble law’s linear rationship between distance and velocity could only be explained if the universe where expanding. Thus, knowing the redshift of a cluster of galaxies determines immediately it’s distance from our galaxy with considerable precision (Freedman et al., 2001). However, if we wish to study the structure and evolution of the large-scale structure, we need one more piece of information: The mass of the objects. Mass is one of the most important physical parameters to characterize astrophysical objects. It is not only important for large-scale structure, but also serves as an important constraint on the mass distribution of galaxy clusters, which in turn serves in the study of various fields such as, for example, Galaxy Formation Theory (Benson, 2010) or the recent attempt to build a distribution of Baryonic dark matter in the intracluster medium (Okabe & Umetsu, 2007).

A. Redshift/Velocity estimation of Galaxy Clusters

As explained, by Hubble’s law the redshift (and hence the velocity) of the cluster determines it’s distance from our galaxy. There are two ways to estimate the cluster’s redshift ($z$). The first is to use the well-known relation between the observed wavelength of emission and/or absorption lines in different galaxies ($\lambda_{\text{obs}}$) and the wavelength that is measured in the laboratory ($\lambda_{\text{lab}}$):

$$z = \frac{\lambda_{\text{obs}} - \lambda_{\text{lab}}}{\lambda_{\text{lab}}}$$

Although this is an approximation for low redshifts, it can provide us with enough precision for our study of the galaxy cluster’s mass and membership determination.

The second method of redshift estimation is the cross-correlation technique (Tonry & Davis, 1979, hereafter TD79). Basically, the cross-correlation technique takes advantage of our current knowledge of the spectral properties of different galaxies (hereafter the templates) and tries to correlate them with our sample spectrum. It assumes that the sample spectrum may be multiplied, shifted (in wavelength) and/or broadened by a convolution. After removing the continuum from our sample spectrum and from our templates, the cross-correlation algorithm forms a cross-correlation product which gives the form of the cross-correlation function, defined to give a value of 1 if the templates match given the property we want to match (in this case, the redshift). It is important to note that this uses absorption and/or emission lines as well, plus different spectral characteristics present in galaxy spectra (let’s remember that, except from the infrared part of the spectrum, galaxies are far from being perfect thermal sources and thus possess unique features that can be compared). As we will see, the cross-correlation technique is a very powerful method for the estimation of redshift with high precision if treated with care.
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B. Mass estimation of Galaxy Clusters

According to recent studies, there are three main methods of estimating a cluster’s mass observationally. The first method assumes dynamical equilibrium and estimates the cluster’s mass via the virial theorem (Girardi et al., 1998, Maurogordato et al., 2008). The second method is based on X-ray observations in which the flux, bolometric luminosity, temperature and metallicity of the source is obtained and fitted to a model. Commonly this assumes hydrostatic equilibrium in the intracluster medium and estimates the masses based on an NFW model fit (Navarro et al., 1996), commonly assumed to be isothermal (Gastaldello et al., 2007). The third method is the method of weak and strong gravitational lensing. This method makes no assumption on the dynamical state of the cluster, so it should (in principle) enable us to determine the gravitational mass directly, as done by Bardac et al. (2006). As proposed in this last work, gravitational lensing not only tell us information about the total mass, but also about the mass distribution of the cluster.

Although there are plenty of ways to estimate a cluster’s mass, they do not, in general, agree. For example, Zhang et al. (2010) studies the case of disturbed clusters (i.e. deviations from hydrostatic equilibrium because of, for example, currently forming cluster often called “merging clusters”), and concludes that the mass of the cluster could be both overestimated and underestimated if one compares the results using X-ray observations and the lensing methods, despite the fact that there have been various attempts in solving this problem (see, for example, Allen, 1998, Xiang-Ping Wu, 2000 and H.Y. Shan et al., 2010). Although it is true that we make no dynamical assumptions when determining masses directly, as done by weak and strong lensing methods, we do make assumptions on the distribution of mass in the cluster: The determination of mass via this method strongly depends on the line of sight of the lens (for example, imagine that the cluster has an elliptical symmetry: If we look in the semi-major axis direction, we’ll probably overestimate the mass of the cluster if we assume it to be spherically symmetric). On the other hand, the use of the virial theorem to estimate the cluster’s mass can be used if the dynamical state of the cluster is analysed, even if merging events are present, which is done analysing it’s velocity distribution (Ferrari et al., 2005). It has been shown that not proving this state can lead to several problems if the cluster has overcome merging events and are not taken in consideration, over-estimating it’s mass by even a factor of two (M. Takizawa et al., 2010). This can be explained in terms of energies: If one does not account for merging events, the kinetical energy will be overestimated as an equilibrium relation and hence give a bigger mass estimation.

In the present work, we use the mass estimator derived from the virial theorem for a spherically symmetric cluster of galaxies proposed by Calberg et al. (1996, hereafter C96):

\[ M_v = \frac{3}{G} \sigma_1^2 r_v \]

Where \( M_v \) is the virial mass, \( \sigma_1 \) is the projected velocity dispersion in the line of sight and \( r_v \) is the virial radius, the radius that encloses \( M_v \). Although there are apparently “better” estimators (J.N. Bahcall & S. Tremaine et al, 1981), we’ll use this relation mainly because in the present work we don’t calculate the spatial distribution of the cluster members, so this method will serve as a good estimator given that it’s sensitivity is not dominated by spatial distribution. The problem now is to estimate \( r_v \): An underestimation of this value, for example, will lead us to overestimate the potential energy in the virial theorem and hence the virial mass obtained from it. Thus, given the density distribution of the universe \( \rho(z) \), C96 estimates \( r_v \) to be a function of \( r_{200} \), the radius at which the mean interior density is \( 200 \rho_c(z) \), based on analytic models (Gorr & Gunn, 1972) and simulation data (Cole & Lacey, 1996 and Zembrowsky & Carlberg, 1996). The problem is that in some cases, our density will overcome the limiting value of \( 200 \rho_c(z) \), so C96 proposes a superior value of \( r_{200} \) of:

\[ r_v = r_{200} = \frac{\sqrt{3} \sigma_1}{10H(z)} \]

Where \( H(z) \) is the Hubble’s constant at a given redshift (in the present work, we’ll use \( z = \bar{z} \), the cluster’s redshift), given by:

\[ H(z) = H_0 \sqrt{\Omega_m(1 + z)^3 + \Omega_k(1 + z)^2 + \Omega_A} \]

Finally, our mass estimation will be given by:

\[ M_{200} = \frac{3}{G} \sigma_1^2 r_{200} \]

II. THE DATA

A. The (2-D) Spectra of Galaxies

The images used to determine the redshifts in the present work where taken by the FORS2 Instrument at Cerro Paranal Observatory. The total data set consists on four masks with two chips each. Each chip contains a science image containing two dimensional spectra of \( \sim 15 \) galaxies taken with a exposure time of \( \sim 1640 \) secs, five flat-field images and one image containing the two dimensional spectra of the calibration Hg-Cd-He-Ar lamp. An image of a part of the chip science image can be seen in Figure 1. The noise present in the images are mainly cosmic rays that have to be removed in order to extract the one dimensional spectrum. The value of the Gain and the R.O.N. on the images are 1.43 and 3.15, respectively.

B. Data Reduction

B.1 Cosmic rays extraction

The first step to obtain the one dimensional spectrum of each galaxy is to remove the cosmic rays present in
the image. For this, we used the Laplacian Cosmic Ray Identification algorithm designed by van Dokkum (2001), particularly his IRAF task version lacos_spec, which is specially designed for the removal of cosmic rays in spectra. Because the algorithm is based on the shape of the cosmic rays, the image has to be cutted into the individual two dimensional spectrum for each galaxy for the algorithm to work properly. Working with the entire image of the chip removes the lines in the spectra, because the different galaxies are all taken at the same exposure time and hence edges of lines of bright galaxies are confused with cosmic rays.

First, we combined the flat field images using the median. Then, we cutted every spectrum identified visually in the science image, and using the same pixel coordinates cutted the lamp and it’s respective (master) flat field image. Each flat field image was divided by it’s median value, to avoid obtaining high values when normalizing the science and lamp images and where then used to normalize each column of the science and lamp images by dividing those by the flat field image. With the normalized science images, we ran the lacos_spec task with variable sigclip parameters (from 15 to 20 in some images: The value depended highly on the S/N ratio on the images). The result before and after applying the algorithm to one of our two dimensional spectrum is shown on Figure 2.

B.2 1-D Spectrum extraction

We used IRAF’s task apall to extract the one dimensional spectra from our galaxies. To determine the aperture and dispersion axis, we determined the aperture center and background interactively. After that, we fitted a solution to the dispersion axis and finally obtained the non-wavelength calibrated one dimensional spectrum. Using that fit, we extracted the one dimensional spectrum of our calibration lamps.

For the wavelength calibration of our spectrum, we used a Hg-Cd-He-Ar lamp. We first visually identified some of the lines and then fitted a pixel/wavelength solution using IRAF’s identify task. A typical fit of the residuals of this relation is shown on Figure 3. We then edited the galaxy spectra headers to associate each lamp to the corresponding galaxy. Finally, we ran the IRAF’s dispcor task to obtain our wavelength calibrated spectra. A plot of a calibrated spectrum is shown in Figure 4. Note that it is possible to identify visually the sky-emission lines predicted by Hanuschik (2003) at \( \sim 5590 \) Å and at \( \sim 6300 \) Å in all of our spectra.

III. Data analysis

A. Redshift estimation

We use the IRAF’s Radial Velocity Package RVSAO to estimate the redshift of our galaxy sample. In particular, the xcsao task of the RVSAO package can use both, the
cross-correlation method proposed by TD79 (described in the Introduction section) and/or the method of observed/known wavelength relation in the galaxy spectrum (also described in the Introduction section). This is very useful because, as predicted, warned and exemplified by TD79, there are spectra that just can’t be correlated with good enough precision (i.e. don’t possess symmetric correlation functions and/or a cross-correlation function peak > 0.6, which is mainly because (a) our spectra are not sky-line corrected and (b) the S/N ratio is usually a function of wavelength), so a group of emission/absorption lines must be identified to calculate the redshift. The templates used by the cross-correlation technique where obtained from the SDSS cross-correlation templates\(^1\), where we only used the galaxy ones to correlate our data.

We first estimated the redshift visually by observing the red-shift in the strong Ca H and Ca K absorption lines to be \(z \sim 0.45 - 0.46\) in a small sample of our galaxies. Then, we used the SDSS Plate Browser Tool and searched for galaxy spectra in this range, finding that we should also search for \(Mg\), \(Na\), \(G\) and \(H_{\eta}\) absorption lines and the OII emission line. Given this information, we let only these lines to be searched by RVSAO (this also served as a double-check for stars in our spectra: None where found, at least in mask 4, chip 2). An example of a good cross-correlation is given in Figure 5. On the other hand, a poor cross-correlation to a different spectrum is given in Figure 6. However, the absorption lines are very well fitted by the \texttt{xcsao} task in the same spectrum, as shown in Figure 7. As we can see, we can use both methods to estimate the object’s redshift, which gives us a much better estimate of the object’s velocity.

\(^1\) http://www.sdss.org/dr5/algorithms/spectemplates/

B. Determination of the Cluster’s Members: The cluster’s velocity and velocity dispersion

B.1 Deviation from normally distributed data

Figure 8 shows the radial velocity (cz) distribution for 100 equally spaced bins of our 123 measured galaxy velocities. Following the procedure done by Ferrari et al. (2005), we use the standard iterative 3\(\sigma\) clipping method to eliminate galaxies not belonging to the cluster (Yahil & Vidal, 1977). Only for visualization, Figure 9 shows a plot of the Probability Density Function (PDF) of our 107 remaining cluster members in 50 equally spaced bins after applying the 3\(\sigma\) iteration. It is clearly seen that the distribution deviates from normality (specially at values far from the fitted normal distribution’s mean). We are tempted to leave only the central values of our obtained distribution (between \(\sim 135000\) and \(\sim 142500\) km/s) from visual inspection of the data so, for this purpose, we will stay with the result given by the 3\(\sigma\) iteration, but we’ll also bring another data set from our data, namely, the results when we
do a 2.6σ iteration. The reasons for this will be clearer in future sections, but suffice to say that between 3σ (99.73 % confidence interval) and 2.6σ (~99.65 % confidence interval) the result shouldn’t (in principle) change much. To see if this is true in our sample, we do n − σ iterations to our data from n = 2 to n = 3 in bins of 0.01 and compare σf, the final sample standard deviation obtained after the iteration. Figure 10 shows how the final sample standard deviation (σf) changes as a function of n in our n − σ iterations. We can clearly see that after 2.6σ the sample standard deviation changes abruptly, contrary to our intuition about the confidence intervals. Figure 11 shows the PDF of the result after doing the 2.6σ iteration, leaving us with 83 cluster members. The data is also fitted with a normal distribution with the mean and standard deviation of the sample. We note that this PDF also is visually asymmetric. Given the visual inspection of our two PDF’s, we suspect that the usual mean and standard deviation are no longer resistant and robust estimators of our sample (Beers et al., 1990, hereafter B90). To show this, we apply D’Agostino and Pearson’s test (D’Agostino & Pearson, 1973), which provide us with a 2-tail probability estimation of the normality of our distribution. We simulated 10000 data sets of 107 (83) normally distributed velocities, using the mean and the sample standard deviation of our 107 (83) sample cluster galaxies and calculated the minimum 2-tail probability for each one of them. The order of this minimum probability was $P_{sim} \sim 10^{-7}$ for the 107 (83) normal random simulated variables. Applying the test to our sample data gives a 2-tail probability of $P_{\text{sample}}^{107} \sim 10^{-26}$ for the 107 cluster members and $P_{\text{sample}}^{83} \sim 0.18$ for our 83 cluster members. We thus conclude that the velocity distribution of our sample of 107 galaxies deviates from a normal distribution, whereas our sample of 83 galaxies has little 2-tail probability of being normally distributed. Therefore, we conclude that we need stronger estimators of the cluster’s velocity and the velocity dispersion of the cluster members.

B.2 Cluster’s radial velocity and radial velocity dispersion

B90 proposes various estimators for location and scale. In particular, we’ll take the biweight estimator of location and scale to obtain our mean apparent velocity and velocity dispersion respectively, because of it’s superior robustness and resistance. We obtain a mean velocity estimator of $C_{BI}^{107} = 138731.495$ km/s, which enable us to obtain the cluster’s redshift, $z_{107} = 0.4627$ for our sample with 107 galaxies. The scale given for this biweight estimator is $S_{BI}^{107} = 2716.005$ km/s. For our sample with 83 galaxies, we obtain $C_{BI}^{83} = 138744.780$ km/s which enable us to obtain the cluster’s redshift, $z_{83} = 0.4628$. On the other hand, we obtained a scale biweight estimator of $S_{BI}^{83} = 1463.748$.
km/s.

To obtain the desired $\sigma_1$ velocity dispersion, we must first correct this estimator to the rest frame in the cluster. This is done multiplying by the scale factor $a(t) = (1 + \bar{z})^{-1}$, which finally gives $\sigma_{1(\text{rest})}^}\text{107} = a(t)S_{\text{ BI}}^{107} = 1857.73$ km/s for our 107 galaxy sample and $\sigma_{1(\text{rest})}^}\text{83} = a(t)S_{\text{ BI}}^{83} = 1001.19$ km/s for our 83 galaxy sample. To obtain our scale estimator’s error, we created an algorithm in the Python Language Code that does the standard bootstrap algorithm (as proposed by B90) with 10000 iterations. Then, we convert our frequency distribution to a probability density function and integrate it to find the lower and upper $1 - \sigma$ errors (68.2% confidence interval). We find the upper error of our 107 galaxy sample to be $\sigma_+ = 231.15$ and the lower one to be $\sigma_- = 221.52$, so our final estimation of the velocity dispersion is $\sigma_{1(\text{rest})}^}\text{107} = 1857.73^{+231.15}_{-221.52}$ for this sample. On the other hand, the upper $1 - \sigma$ error found for our 83 galaxy sample is $\sigma_+ = 54.24$ and the lower one is $\sigma_- = 54.98$, so our final estimation of the velocity dispersion is $\sigma_{1(\text{rest})}^}\text{83} = 1001.19^{+54.24}_{-54.98}$ for this sample. We also obtain the errors for the location estimators $C_{\text{ BI}}$, obtaining $C_{\text{ BI}}^{107} = 138731.495^{+125.24}_{-127.45}$ and $C_{\text{ BI}}^{83} = 138744.780^{+109.20}_{-121.64}$.

B.3 Cluster’s mass estimation

For the mass of the cluster, we use the recent WMAP results (Komatsu et al., 2009) which give $\Omega_m = 0.2732$, $\Omega_{\Lambda} = 0.7268$, $\Omega_k \approx 0$ and $H_0 = 100 h$ km s$^{-1}$ Mpc$^{-1}$. This gives $H(\bar{z}) = 125.71 h$, where we used $\bar{z} = 0.462$. Finally, we obtain two different masses for the cluster, depending on the sample of galaxies used:

$$M_{\text{107}}^{107} = (6.16^{+2.29}_{-2.26}) \times 10^{15} M_\odot h^{-1}$$
$$M_{\text{200}}^{83} = (9.64^{+1.56}_{-1.58}) \times 10^{14} M_\odot h^{-1}$$

IV. Discussion

A. Redshift estimation via cross-correlation and visual line identification

In our data analysis we could test how well the cross-correlation algorithm worked against the visual line identification commonly used. We saw that both methods, in our case, complemented very well. We first noted that trying to fit all the absorption and emission lines that came by default in the RVSAO package gave a redshift estimation of $0.1 \sim 0.2$, and after we realised that the Ca H and Ca K where present in our spectra (therefore realising that the true redshift was about $0.45 \sim 0.46$), decided to choose the lines to be fitted by looking at SDSS spectra in the observed redshift interval. This initial mistake in the redshift estimation was mainly because we didn’t subtract sky lines present in our spectra, which caused confusion because of the strong sky emission lines detected in the data reduction section. Those emission lines where initially confused by OIII emission lines, which are very strong in redshifts $\sim 0.1$.

B. Velocity dispersion of cluster members

The velocity dispersions for our 107 galaxy sample $(\sigma_{1(\text{rest})}^{107} = 1857.73^{+231.15}_{-221.52})$ and our 83 galaxy sample $(\sigma_{1(\text{rest})}^{83} = 1001.19^{+54.24}_{-54.98})$ have very different values (they don’t match, even in a 3$\sigma$ worst-case scenario), even though the estimator used to derive the dispersions is a very robust and resistant one (i.e. it is designed so that extreme values don’t affect it too much). Furthermore, the dispersion in the $\sigma_{1(\text{rest})}^{107}$ value is way larger than the $\sigma_{1(\text{rest})}^{83}$ one. By looking at the fact that one was derived using a 3$\sigma$ criteria (99.73 % confidence interval) and the other by a 2$\sigma$ criteria ($\sim$99.65 % confidence interval), the dispersions are clearly non-correlated and we find that the 24 members eliminated in the 2$\sigma$ iteration weren’t actual members of the cluster. Knowing all this information, the argument is now even clearer when we compare Figures 9 and 11.

The velocity dispersion of our cluster (Figure 11) has a very particular shape. It is clearly skewed to the left, which is even clearer if we remember that the normality test for this distribution gave us a 0.18 2-tail probability. On the other hand, between 141000 and 142000 km/s it appears to be a second maximum. Although a bigger sample (i.e. bigger bin size) is needed to confirm it, if true it may be a sign of a second gravitationally bounded sub-group in the cluster and help in the study of merging galaxy clusters (Ferrari et al., 2005, Bardac et al., 2006, Maurogordato et al., 2008, Okabe & Umetsu, 2008, to name a few) and it would explain the apparent skewness we mentioned in our distribution. This is even clearer if we look at the 1$-\sigma$ error values of the velocity dispersion in our cluster, which are almost symmetric.
C. Mass estimation of the cluster

Of the two estimated masses in our analysis, we argumented that the true cluster’s mass is the one obtained by using the 83 galaxy sample, i.e. $M_{200}^\text{clus} = (9.64^{+1.56}_{-1.58}) \times 10^{14} M_\odot h^{-1}$. The cluster appears to be a very massive one in comparison with other studies based on optical estimates of galaxy cluster masses (Girardi et al., 1998, Ferrari et al., 2005), but this can also be a cue of a merging galaxy cluster and hence an overestimation of the cluster’s real mass. The argument for this possibility is made clear if we talk in terms of energies: Mass is derived directly from the velocity dispersion and this property is a measure of the equilibrium state of the object. If this object is not in equilibrium (e.g., a group of objects orbit in a preferred direction) we’ll overestimate it’s energy (e.g. we’ll overestimate the velocity dispersion) and hence overestimate it’s mass.

V. Conclusions

The use of different methods for the determination of galaxy redshifts (such as visual line identification, automatized line identification and cross-correlation techniques) acted as excellent complementary tools for data reduction. If the calibration of the spectra are good enough (subtraction of emission sky lines being the most important feature to be careful with), the cross-correlation technique and the automatized line identification method can act as complementary automatized ways of obtaining redshifts of large samples of data.

The biggest problem in our present work was to determine if the 3σ criteria given by Yahil & Vidal (1977) was really the best estimator to define the cluster members. By different statistical tests, we proved that in our case the best estimator was a 2.6σ criteria, so we conclude that it is not always true that a 3σ criteria is the best estimator. One has to be very careful with the choice of σ criteria, and support it with different statistical tests to accept it or modify it, because the 3σ criteria assumes that we have a large sample in which the central limit theorem applies and thus we can approximate our distribution to a normal one. Given our final 2.6σ estimator to determine the cluster members, we find a velocity of the cluster of $v_{clus} = 138744.780^{+119.20}_{-121.64}$ km/s, which gives us a redshift of $z = 0.462^{+0.0025}_{-0.0004}$ from our reference frame.

We finally conclude that our final mass estimation for the galaxy cluster is $M_{200} = (9.64^{+1.56}_{1.58}) \times 10^{14} M_\odot h^{-1}$. The comparison of this mass with optical galaxy cluster mass estimations (Girardi et al., 1998, Ferrari et al., 2005) supported even more the question of whether it is really a very massive galaxy cluster or it is an overestimation due to departure from equilibrium (we note that we are not using the same argument twice: Even though it’s true that we derived the cluster’s mass from the velocity dispersion, let’s recall that the velocity dispersion is actually a weight scale estimator and, by definition, it is not strongly affected by extreme values). This last proposition is supported with the statistical analysis of non-normality of the velocity distribution of the cluster, but requires further study. If true, it could help in the study of merging galaxy clusters (Ferrari et al., 2005, Bardac et al., 2006, Maurogordato et al., 2008, Okabe & Umetu, 2008, to name a few).
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